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Abstract. Many jurisdictions suffer from lengthy evidence processing
backlogs in digital forensics investigations. This has negative consequences
for the timely incorporation of digital evidence into criminal investiga-
tions, while also affecting the timelines required to bring a case to court.
Modern technological advances, in particular the move towards cloud
computing, have great potential in expediting the automated processing
of digital evidence, thus reducing the manual workload for investigators.
It also promises to provide a platform upon which more sophisticated
automated techniques may be employed to improve the process further.
This paper identifies some research strains from the areas of Information
Retrieval and Information Extraction that have the potential to greatly
help with the efficiency and effectiveness of digital forensics investiga-
tions.

1 Introduction

Digital forensic investigations remain a labour-intensive manual task. A long
backlog has emerged in many jurisdictions whereby investigations may take
months or years to yield useful results. This has consequences for the timeline
of prosecutions reaching the courtroom, but also has the effect that the timeline
involved in a digital forensic investigation is at odds with the normal timeline of
investigation, with the digital evidence often being unavailable during the cru-
cial initial stages of a criminal investigation. Clearly, expedited investigations
are desirable, and the digital forensics community have been working towards
this end.

The primary goal is increased levels of automation so as to reduce the amount
of manual work required to conduct an investigation. This can be achieved by
improving the speed of evidence processing so as to reduce the time spent wait-
ing for results. If this can be done, there is then scope for more sophisticated
automated techniques to be applied to the problem.

Researchers in the areas of Information Retrieval (IR) and Information Ex-
traction (IE) have been developing techniques for decades that help people to
sift through large quantities of information as quickly and efficiently as possible.



To date, few of these techniques have made the cross-over to the day-to-day
lives of digital forensic investigators. This paper seeks to examine the context
within which these may be applied to investigations, and the advantages they
may bring to this area.

2 A Platform for More Efficient Processing

Traditional digital forensics generally involve the examination of a seized hard
drive, using specialist digital forensic software installed on a workstation. Exam-
ination of evidence is a lengthy, manual process, which has led to long backlogs
in evidence processing for police forces throughout the world.

However, more recent developments in digital forensics technologies, though
not yet widely deployed, promise a future forensic investigation platform upon
which more sophisticated technologies may be deployed.

The growth of cloud computing in recent years has caused its own challenges
for the digital forensics community, as evidence becomes more widely spread
across jurisdictional boundaries. However, it also offers great benefits in terms
of evidence processing. This type of cloud-based evidence processing has become
known as Digital Forensics as a Service (DFaaS) [1] and it has already been
deployed with success in the European Cybercrime Centre (EC3), based in the
Netherlands [2].

Moving the processing of evidence to the cloud allows for the application of
greater computing resources through the use of parallelisation and distribution.
Additionally, it allows the introduction of high performance computing tech-
niques, including the application of specialist hardware to particular tasks. It
also allows prioritisation of certain investigations as operational requirements
demand.

A further advantage of a cloud-based system is that investigations no longer
occur in isolation. Many seized hard disks contain large quantities of data in
common (e.g. operating system and application files), all of which must be pro-
cessed anew for each investigation. DFaaS offers a platform for deduplication
techniques to be applied [3]. This involves the identification of identical files
on different seized hard disks through the use of hashing, which has numerous
advantages. Firstly, files that have been previously been analysed in an earlier
investigation do not require re-examination. This can be used either to eliminate
files from consideration or to identify files that have been considered pertinent
to a previous investigation (e.g. a shared collection of child pornographic im-
ages). An additional speed advantage is that duplicate files do not need to be
transferred to the system again, which reduces the time required to capture all
available evidence. This is of particular concern when using remote acquisition
techniques that transfer evidence through an internet connection while in the
field [4]. Reducing the quantity of data to be transferred and analysed is a key
step in expediting the investigation process.



3 The Applicability of Information Retrieval

With the development of a high-capacity, cloud-based digital forensic investi-
gation platform comes the opportunity to add more sophisticated automated
techniques to the traditional digital forensic process. This has the potential to
reduce the time spent by investigators in carrying out their existing tasks, while
also potentially empowering them to take a more active role in other aspects
of the investigation. One source of such techniques is the field of IR, which
is concerned with identifying documents (traditionally text documents, though
multimedia IR is also an active research area) that satisfies a user’s “information
need”. Applied in the context of digital forensics investigations, the information
need is for anything that is pertinent to the investigation being conducted.

Traditionally, IR effectiveness is evaluated using the oft-conflicting measures
of precision and recall. A system with high precision avoids returning documents
that are not relevant, whereas a high-recall system aims to ensure that all avail-
able relevant documents are returned to the user. While a high level of both
is desirable in any situation, different application areas would tend to favour
one over the other if this cannot be achieved. Indeed, it is frequently the case
whereby improving on one measure involves sacrificing effectiveness according
to the other. The classic example of a use case where precision is key is the area
of web search. Since potentially millions of relevant documents exist, users do
not require access to all of them, and have a strong aversion to spending time
on non-relevant documents. In contrast, legal search is frequently proposed as a
scenario where recall is of paramount importance. In a situation where a single
piece of missing evidence may be crucial to a case, a user will be more tolerant
of non-relevant documents if full recall can be provided.

Digital forensics is typically seen as the latter situation (e.g. in [5, 6]). Whereas
high recall inevitably leads to a higher rate of false positives, this is tolerated
due to the requirement to find all available evidence. Certainly for a case to be
presented in court, all available evidence must be identified, which requires recall
to be maximised. Absent evidence clearly has the potential to undermine both
criminal and civil cases. The principal advantage of using IR techniques is that
it helps to achieve this. Once the initial processing stage has been completed,
queries can be run extremely quickly. Indeed, achieving high recall likely requires
many queries to be run. As noted in [7], there is a large degree of variation in
the vocabulary that searchers use to describe their information needs. Less than
20% of users use the same keywords for topics they are interested in. The use
of standard IR techniques such as synonym matching and query expansion can
aid with the process of improving recall, without requiring investigators to enter
every possible query manually.

One example of this is [8], where query expansion and query reduction tech-
niques were applied to the popular Enron email dataset to improve retrieval
performance. WordNet was used for domain-independent query expansion, with
a Latent Semantic Indexing approach to query reduction being applied after-
wards.



However, this focus on recall arguably has negative consequences at earlier
stages in the investigation. As noted in [2], because the results of digital forensics
investigation are not typically available within the first few days of an investi-
gation, they are rarely taken into account during the crucial initial stages where
hypotheses are being formed and leads being investigated. This leads to the ob-
servation that while high recall is necessary for court, the manual work it requires
is too time-consuming for the early stages of the investigation.

Figure 1 offers a simple illustration of the timeline of an investigation. At the
end of the investigation, evidence is required to be complete and court-admissible
in order to prove a case on court. This requires high recall as in classic legal search
scenarios. However, towards the initial stage of an investigation, precision is of
far greater importance. Investigators will require relevant documents quickly.
This allows the most relevant evidence to be used during the early stages of the
investigation process as quickly as possible. Additionally, in cases where large
numbers of devices have been seized (e.g. from an office or data centre), a triage
stage is required to identify hard disks that may contain pertinent information.
Achieving high precision at early stages has the potential to very quickly identify
those machines that merit further investigation.

Fig. 1. Investigation Timeline

As the investigation progresses, there is a growing requirement for higher
recall, leading to the classic legal search by the end. However, it is clear that
investigative requirements shift during the process of an investigation, and a
configurable approach to IR is likely to very advantageous in both increasing
the quality and the efficiency of the process.

Additional features of IR research that have been applied to digital forensics
include visualisation approaches such as ranking [9] and clustering [10]. While
these have become commonplace in many search implementations, they have not
yet reached ubiquity in popular forensic software. Innovations such as these have
the potential to reduce the manual burden on investigators, even when the late
recall-oriented stage of the investigation is reached.



4 The Applicability of Information Extraction

In addition to IR, which seeks only to identify documents containing relevant
information, IE further attempts to extract meaningful structured information
from unstructured files. This also has the potential to improve the efficiency
of investigations by automatically discovering and extracting evidence on an
investigators behalf.

Initial efforts have already begun in applying IE to forensics investigations.
For example [11] uses two-phase IE for forensic investigation (evaluated using
the Enron dataset). The two phases employed were named entity recognition and
association rule mining. The initial phase sought to identify entities in emails
(people, places, organisations, etc.) with the second attempting to identify how
entities are related. This type of system has great potential in aiding investiga-
tors. This work also had a strong emphasis on the visualisation aspects of the
system, whereby named entities were highlighted in text, named entities were
displayed in word clouds and the nature of mined entity relationships were pre-
sented also. Another application in the context of email can be found in [12],
while named entity extraction has also previously been applied to police re-
ports [13]. All of these approaches help to lower the cognitive load placed on an
investigator while examining large quantities of digital evidence.

One other long-standing aspect of IE that has potential for digital forensics
is text summarisation [14]. This is most commonly seen in news reports and web
search results where relevant snippets of a document are presented to a user to
help decide whether a document is relevant without requiring the entire docu-
ment to be read. By showing the context in which key words are displayed, time
can be saved in identifying relevant documents. While this has not yet reached
mainstream forensic investigation interfaces, it has the potential to expedite the
process if incorporated in the future.

A further consideration is that event timeline reconstruction is extremely
important in criminal investigations [15]. Investigators desire to construct a chain
of events in temporal order. Existing automated approaches to this task are
typically done at a low level (e.g. filesystem and logging events) [16], with events
such as connecting a USB stick being considered as high-level in that context.

Related to this, efforts have been ongoing to extract temporal information
from unstructured text [17]. While the tasks are not identical, both the Text
REtrieval Conference (TREC)3 and the Text Analysis Conference (TAC)4 fea-
ture a temporal track. In the TAC Event Track, participants are asked to extract
information about events so that a knowledge base can be populated. This is
then used to identify when mentions of events in text related to the same event,
as well as to link mentions in terms of the role they play in an event and their
timing within it. The TREC Temporal Summarization Track has the goal of
developing systems that can efficiently monitor event details over time. These

3 http://trec.nist.gov
4 http://www.nist.gov/tac



are research areas with the potential to be of great benefit to digital forensics
investigators.

Related to this, efforts have been ongoing to extract temporal information
from unstructured text [17]. While the tasks are not identical, both the Text
REtrieval Conference (TREC)5 and the Text Analysis Conference (TAC) 6 fea-
ture a temporal track. In the TAC Event Track, participants are asked to extract
information about events so that a knowledge base can be populated. This is
then used to identify when mentions of events in text related to the same event,
as well as to link mentions in terms of the role they play in an event and their
timing within it. The TREC Temporal Summarization Track has the goal of
developing systems that can efficiently monitor event details over time. These
are research areas with the potential to be of great benefit to digital forensics
investigators.

5 Conclusions

Research from the text retrieval and analysis communities have great potential
for reducing the manual workload on digital forensics investigators. This in turn
has the potential to help clear the evidence backlog, and so allow for digital
evidence to be meaningfully included at an earlier stage in investigations. The
traditional focus on recall for IR in forensics is not necessarily appropriate for
all stages of an investigation, with precision being arguably more appropriate
at earlier stages. A movement of forensics towards cloud computing and related
technologies will provide a platform upon which cutting-edge techniques such as
named entity extraction, association rule mining, temporal information extrac-
tion and others to be incorporated into the investigation process in the future.
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