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Abstract. This  paper  describes  a  scalable  mathematical  model  for 
dynamically calculating the number of agents to optimally handle the 
current  load  within  the  Highly  Organised  Team  of  Agents  for 
Information Retrieval (HOTAIR) architecture.

1 Introduction

Indexing  the  World  Wide  Web  is  a  complex  task  that  requires  a  software 
infrastructure that has the ability to crawl through millions of web pages, extracting 
their  content,  and  storing  representations  of  that  content  in  a  form  that  is  most 
appropriate for retrieval.  Traditionally, research in this area has focused upon the 
development of information retrieval techniques that  improve (1) the location and 
extraction of content, and (2) the representation of that content in forms that engender 
higher levels of precision and recall.

While this area of research remains one of the key research areas in Computer 
Science, it is becoming increasingly acknowledged that the design of the architecture 
in which these techniques are embedded is equally important.  In fact, a recent news 
article  on  the  success  of  Google  made the  point  that  “many  people  consider  the 
company's operations expertise more valuable than the actual search algorithms that 
launched the enterprise” [15].  This is reflected in the fact that Google have been able 
to  develop  a  robust  and  reliable  distributed  search  architecture  [1]  that  has  cost 
millions of dollars, rather than the tens of millions of dollars that it has cost other 
competitors.

The  design  of  robust  and  reliable  search  engine  architectures  that  can  scale 
effectively over large numbers of machines is a significant engineering problem.  This 
paper presents one approach to solving this problem through the use of intelligent 
agents [32].  Specifically, it introduces the HOTAIR Search Engine architecture, an 
extensible  and  scalable  architecture  for  the  discovery,  retrieval  and  indexing  of 
documents from multiple heterogeneous information sources.

Within the HOTAIR architecture, extensibility is engendered through the design of 
an architecture that  provides support for:  (1) the plugging in of multiple indexing 
strategies such as the Vector Space Model [25] and the  Extended Boolean Model 
[26];  and  (2)  the  ability  to  rapidly  and  seamlessly  integrate  diverse  sources  of 
information. This requires the use of an open infrastructure that is able to dynamically 



adapt  its  configuration  to  seamlessly  integrate  new  techniques  and  information 
sources into the system.

Conversely, scalability is engendered through the design of an architecture that can 
be easily expanded as requirements increase.  Typically,  this will take the form of 
increasing the number of machines on which the architecture is deployed. Underlying 
this is  the assumption that  adding more machines will  deliver an improvement in 
performance of  the system. However,  achieving this improvement  is  often a non-
trivial task for a system administrator. It often requires detailed knowledge of both the 
expected  load  that  will  be  placed  on  the  system,  and  the  most  appropriate 
configuration for handling that load. Their task is further complicated by the fact that 
the actual load on such a system will change over time as the number of searches 
increases  and  decreases.  This  can  result  in  the  application  undergoing  significant 
periods of non-optimal performance. Thus, supporting scalability requires a solution 
that is flexible, aware of the current level of demand, and which can dynamically 
adapt  its  configuration  to  reflect  both  changes  in  demand and  the  availability  of 
resources.

The key characteristic that the implemented architecture must conform to is the 
ability to dynamically adapt its configuration as requirements, demand, and resources 
change. These characteristics are synonymous with the types of system that agent 
technologies are most suited to.  This has led to the development of the HOTAIR 
Document Indexing System, a multi-agent system that has been designed to adapt its 
configuration in response to changes in demand, and which supports the seamless 
integration of new techniques and information sources.

Scalability is an important, yet under-researched, aspect of agent platforms. The 
dynamics of multi-agent systems are hard to predict  and the number of  agents  in 
large-scale distributed applications can vary considerably over time.

This paper aims to implement a mathematical model that can be used to estimate 
the number of agents required based on the available resources.  

2 Related Work

The first Internet search engines began to appear in the mid-1990s.  One of the first 
was the World Wide Web Worm (WWWW) [18].  Since their emergence, the main 
focus of  research in  this  area  has  been on the  development  of  better  information 
retrieval techniques.  Perhaps the most successful of these has been PageRank, the 
information retrieval technique that underpins the Google search engine [5].

Traditionally, the implementation of search engines, such as Google, was based on 
cluster-based architectures, with large numbers of low-cost servers located at one or a 
few  locations  and  connected  by  high-speed  LANs  [4].   Their  robustness  and 
reliability  is  commonly  achieved  through  the  replication  of  services  across  many 
different  machines,  and the implementation of  an infrastructure that  automatically 
detects and handles failures [1].

Some researchers, such as ODISSEA [29], have explored the potential of Peer-to-
Peer technology in the design of a next generation of distributed search architectures. 
Others  have  focused  on  the  concept  of  meta-search  [17][27],  focusing  on  the 
definition of strategies for combining results from numerous search engines.



Another approach to Internet Search is through the use of software agents [13] [14] 
to  perform tasks such as discovering, indexing and filtering documents and routing 
relevant information to users.  By far  the most prominent  agent-based approach is 
through the use of single agent systems, which act as assistants that do all the tasks by 
themselves. For example, POIROT [24] is a web search agent based on relevance, 
LETIZIA  [16]  is  an  agent  that  assists  Web  browsing,  and  CITESEER [2]  is  an 
autonomous citation index finding  relevant research publications on the WWW.

In contrast,  multi-agent  systems are  decentralized and distribute tasks  among a 
number  of  agents.  ACQUIRE [9],  is  an  example  of  a  mobile  agent-based  search 
engine for retrieving data from heterogeneous, distributed data sources. In contrast, 
AMALTEA [19] is a search tool that discovers and filters information using a multi-
agent evolving ecosystem. 

Multi-agent systems are highly dynamic. The number of agents can scale up or 
down to ensure optimal performance [20] [3].  Scalability is also a term that is often 
used  to  refer  to  extensible  functionality.   SAIRE  [21]  is  a  scalable  agent-based 
information retrieval engine because it supports heterogeneous agents.

The problem of scalability and some scaling techniques are described in [31]. An 
overview of  multi - agent system scalability and a labor market application to model 
scalability can be found in [28]. 

3 The HOTAIR Indexing System

The  HOTAIR  Document  Indexing  System  has  been  implemented  using  Agent 
Factory  [8],  a  cohesive  framework  that  delivers  structured  support  for  the 
development and deployment of multi-agent systems, which are comprised of agents 
that are autonomous, situated, social, intentional, rational, and mobile [7].

A diagrammatical overview of the agents that make up the system architecture is 
presented  in  figure  1.  The  actual  number  of  agents  that  exist  at  any  time  varies 
depending upon the demand on and the resources available to the system. In addition, 
these agents are deployed over a number of different agent platforms that reside on 
different physical machines.

The creation of agents is a service that is provided by the Platform Manager (PM) 
system agent. Each agent platform contains a PM, which is responsible for handling 
requests to create more agents. Upon receipt of a request, a PM negotiates with its 
counterparts to decide on which machine(s) the requested agent(s) should be created. 
If there are insufficient resources to create all of the requested agent(s), then the PM 
agents can either refuse or partially fulfil the request.

3.1 The HOTAIR Agents

Within the HOTAIR architecture, the  Data Gatherer  (DG) agents are charged with 
the task of analyzing information sources. In the current version of the architecture, 
two types of DG have been implemented: the Collection DGs are used to process 
documents stored within static Document Collections,  while  the Web DGs are,  in 
essence, web spiders that are crawling the World Wide Web. All DG agents follow a 
common behaviour, they search their assigned information source, discovering new 



documents  and  downloading  them  into  a  temporary  cache.  Internally  assigned 
document identifiers are added to an internal queue and the Broker agent is informed 
of the existence of new documents.

Fig. 1. The HOTAIR Document Indexing System

The Broker agent is responsible for monitoring the status of the DG’s. This status 
is currently represented as the size of each DG’s document queue. Periodically, the 
Broker requests a status update from each DG. Whenever a DG’s status changes, the 
Broker reviews how many Document Agents  (DAs) to assign to it.  If  the Broker 
decides that there are not currently enough DAs, then it asks the local AMS agent to 
create more DAs. As discussed earlier, this request may be refused. Thus, in cases 
where the Broker has an insufficient number of DAs, the Broker assigns DAs to DGs 
that are most in need of additional DAs. When significant disparities exist, the Broker 
re-assigns some existing DAs to different DGs.

Document  Agents  (DAs)  encapsulate  the  workflow of  the  system,  that  is,  they 
know how to get a document indexed. Currently, indexing a document involves: (1) 
getting a document from the DG, (2) getting the document translated by a Translator 
agent, and (3) getting the document indexed by an Indexer agent. Once assigned to a 
DG,  each  DA follows  the  prescribed  workflow until  either  the  DG has  no  more 
documents or the Broker re-assigns it to another DG. Once an assignment finishes, 
the Broker either re-assigns the DA or instructs it to terminate itself.

The Translator agents are responsible for translating documents from their native 
format into an internal format, known as the Hotair Document Format (HDF), that is 
understood by the Indexers.  Each Translator specializes in translating one type of 
document. Currently supported formats include: Portable Document Format (PDF), 
HTML,  Postscript  (PS),  and  plain  text.  Should  demand  for  a  translation  service 
become excessive, a Translator is able to use the Agent Factory cloning capability to 
clone itself [30]. Excessiveness is currently measured by demand passing a prescribed 



threshold. Once created, the load is spread between the original and the clone. The 
clone is terminated if demand falls below a second lower threshold.

The  Indexer  agent is  responsible for indexing documents.  Eventually,  HOTAIR 
will  support  numerous indexing strategies,  however,  currently it  supports only the 
Vector Space Model. As with the Translators, Indexers are able to clone themselves 
should demand pass a given threshold.

The final set of agents is the Query agents. These agents query the document index 
on  behalf  of  the  user.  They  provide  an  agent-oriented  interface  to  the  HOTAIR 
system. In future versions of the architecture, these agents will perform a number of 
additional activities, including query expansion and user modelling.

4 HOTAIR Scalability Model

The HOTAIR architecture specifies three key points of adaptation: (1) through the 
cloning of  Indexer  Agents,  (2)  through the  cloning of  Translator  Agents,  and (3) 
through the creation of Document Agents.  

Document Agent Scalability impacts the speed at which documents are indexed 
[22].  For a collection of documents, there will be a specific number of Document 
Agents, for which the document indexing speed is optimal. These agents process this 
collection more efficiently than other number of agents.  

The Broker agent decides the optimal number of Document Agents to process a 
collection of documents. It uses a formula that represents a Scalable Document Agent 
Model.

 4.1 Scalability model using Multiple Linear Regression

There are two main features of a document collection or group of documents : their 
size (total number of occurrences i.e. total number of words with repetition) No and 
the number of documents Nd. For each collection, it is possible to explore manually 
which is the optimal number of agents Nda  that  performs best in terms of time.

The objective of the experiment presented below is to find an equation that allows 
us  to  calculate  automatically  the  optimal  number  of  agents  from  any  group  of 
documents.

A solution can be found using a Multiple Linear Regression (MLR) [23]. MLR is a 
method used to model the linear relationship between a dependent variable and one or 
more independent variables or predictor variables.  MLR is based on least squares: the 
model is fit such that the sum of squares of differences of observed and predicted is 
minimized. A general model expresses the value of a variable Y as a linear function 
of one or more variable Xi and an error term: Y = b0 + b1 X1 +…..+ bk Xk +  where ε ε 
~ N(0,σ

2
). b0 is a regression constant, bi is the coefficient on the i

th
 predictor variable 

Xi, k is the number of variables and  is the error term.ε
If we have n experiences, the model Yj = b0j + b1j X1j +…..+ bkj Xkj + εj, (j=1…n), 

can be compactly written using a matrix notation Y=XB+E where

Y= ( )Yn,........Y2,Y1 ; B= ( )bk,........b2,b1 ;



 E= ( )εεε n,........2,1 ; X=

Xkn..X n11

.....

.....

X 2k..X121

X 1k..X111

;     (1)

B values can be estimated using the equation Bs= (X’X)-1X’Y.

4.2 Scalable Document Agent Model

We validate the MLR scalability model using Document Agents. Our response would 
be the optimal number of Document agents Nda and our predictor variables Nd and No 

:  Nda = f (Nd,  No  ).The optimal number,  Nda,  represents the number of a group of 
Document  Agents  that  process  documents  quicker  than  other  groups  for  every 
combination (Nd , No). The best group was chosen analysing time processing t(Nd , No) 

of 50 agent groups from 1 agent to 50 agents.  Every t(Nd , No) was calculated several 
times and Nda is the integer nearest the mean of the results.

The results were obtained using 3 document collections, each of which contained 
1000  documents.  The  first  two collections  are  subsets  of  the  Cranfield  and  Med 
collections, while the 3

rd

 collection is comprised of single word documents (i.e. one 
word per document). This collection is unusual but necessary to get a general model 
valid for any kind of document.                  

The  table  1  shows  a  selection  from  n=30  observations  of  Nda from  different 
combinations (Nd , No). The n observations have been selected independently of one 
another. 

Nd No Nda

---------------------------------------------------------------------------------------------------
………. ………. ………
1 26 1
50 227 7
100     6411         15
600 39404 24
1000    65454  32
1000 1000 18
………..   ……….. ……….

Table 1: Table of the different combination (Nd , No, Nda).
The model found is :  ( ) No×Nd×b3+Ndln×b2+Nd×b1+b0=Nda where b0  = 

1.6563;  b1  = -0.0097; b2  = 3.5143;  b3   = 2.3364e-007. The Figure 2 shows a 3D 
representation of the model.



Fig. 2: 3D representation between the Optimal DAs number and the occurrences and 
documents number. 

Table 2 shows the parameters used to validate the model. A Fisher test [23] is used 
to explain the model utility and a coefficient of correlation R is used to calculate the 
explanatory power of the regression (2). 

R F – ratio Significant
--------------------------------------------------------------------------------------------------
0.9671  F = 110.8083 1%

Table. 2: Validation of the model 

     R = 
Nda-Nda

Nda-N̂da ; F =
( ) ( )

( ) ( )N̂da-Nda 2k

Nda-N̂da
21-k-n

Σ

Σ
;       (2)

Ndaˆ :  fitted values, Nda : mean of the Nda observations, Nda  : observations

The value of R compared with the value 1 suggests that the chosen model has been 
very successful in relating Nda to the predictors. The Fisher test (F-ratio) shows that 
we have a significant model and it means there is a useful linear relationship between 
Nda and at least one of the predictors. 

A Student test [23] ( t-ratio Ti =bi / SD(bi) where SD is the standard deviation of 
bi) was used to determinate if all the coefficients of the predictor variables are useful. 



Term b1 b2 b3 
---------------------------------------------------------------------------------------------------
Significant * ** **

Table. 3: ** means very significant , * significant. 

The Student test shows that all our coefficients are useful. Consequently, we have a 
significant model with the minimum number of predictors.

4.3 Discussion

The model found represents a general view of how the Document Agent community 
scales as the number of documents to be process changes.

A  document  for  any  quantity  of  occurrences  needs  one  DA  always.  From  a 
collection of 5 documents the number of agents begins to change in relation to the 
number of occurrences. 

The 3D graph shown in figure 2 shows that the optimal DAs number increases 
when the documents and occurrences number increases. Document number is more 
important than the occurrence number. But both are significant from the Student test.  

In practice the optimal number of agents is an integer, consequently the estimated 
float value from the model is rounded to the nearest integer.

This model for documents uses the number of occurrences No like a predictor. Due 
to the high correlation between the No and the number of bits of each document Nb, 
other similar model could be found using Nd and Nb instead of Nd and No. This new 
model should be better for indexing web pages et/or documents dynamically.  Nd and 
Nb can be obtained before processing the documents.

5  Conclusions / Future Work

This  paper  presents  a  Document  Agent  Scalability  model  for  the  HOTAIR 
architecture.  This  architecture  is  able  to  dynamically  reconfigure  itself  to  reflect 
changes  in  demand through either  the  creation  of  additional  DAs or  through the 
cloning of Indexer or Translator agents.

The model allows us to study HOTAIR Scalability and automatically gives the 
optimal number of DAs for any collection of documents.  The performance of  the 
HOTAIR architecture improves from a priori knowledge of the optimal number of 
agents using a model. The Broker agent assigns to the system the optimal number of 
Document Agents to process a collection of documents. 

It is our intention to use the same procedure to build a Scalable Model for other 
types of HOTAIR agents, namely: Indexer Agents and Data Gatherer Agents.  

While these experiments are based on a simplified HOTAIR Document Indexing 
System, we believe that the results are still valid.  In particular, it would seem sensible 
to assume that, once the optimal number of DAs has been reached for a given indexer, 
then performance can only be improved by adding another indexer.
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